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1 Comments on Homework

Problem 1. Given w ∈ C, find z ∈ C such that sin z = w.

Solution.
sin z = w

If we consider suppose it does work, then z = log(something). But now you need to prove that
sin(log(something)). Because you are assuming you have a solution. Also, when working with

√
1 − w2 just

write a remark that there are two possible square roots.

2 Infinite Series of Complex Numbers

∞∑
n=0

zn

We define convergence for

lim
N→∞

N∑
n=0

zn

Exists, such that,
∞∑

n=0
Re(zn) +

∞∑
n=0

Im(zn)

This sum exists. Absolute convergence means,
∞∑

n=0
|zn|

If a series converges absolutely, then the series converges. This is because of the completeness of the real number
system. There are tests for absolute convergence. The main one for us is the ratio test.

lim
n→∞

|zn+1|
|zn|

If the above equation exists, and it smaller than 1 than it’s converges, otherwise diverges. If it equals 1 then it
might or might not.

2.1 Power Series

The situation there is a center z0, and then we have the series,
∞∑

n=0
an(z − z0)n
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It’s complex series, but depends on point z. Here an ∈ C. “There is a wonderful theorem here”.

Theorem 1. Suppose this series converges at a point z not equal to z0. Let’s guess the convergence happens at z1.
This series than converges for absolutely all z such that

|z − z0| < |z1 − z0|

From now on z0 = 0 because there is nothing important about it.

z0

z1

Figure 1: Convergence around the point mentioned

Let’s talk about Geometric series,
∞∑

n=0
zn

This series converges to all |z| < 1.
Proof. If a series of complex number converges, then the limit of the n-th term as limn→∞ zn = 0.
Lemma:

N∑
n=0

zn −
N−1∑
n=0

zn = zN

Here zN must be zero otherwise it doesn’t quite make zero.
Suppose

∑∞
n=0 anzn converges, and z ̸= 0, let z1 ∈ C for which the series converges z1 ̸= 0.

Lemma:
Then using the first proof of the lemma, limn→∞ anzn

1 is 0. Hence, ∃C > 0 constant such that |anzn
1 | ≤ C

We have an estimate for |an| we have |an| ≤ C
|zn|n . If |z| < |z1| then

|anzn| = |an||z|n ≤ C

|z1|n
= C

(
|z|
|z1|

)n
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We all like the ratio test, if
∑∞

n=0 anzn converges, then
∑∞

n=0 nanzn also converges,∣∣∣∣ anzn

an−1zn−1

∣∣∣∣ =
∣∣∣∣ an

an−1

∣∣∣∣ |z| < 1

Here the n
n−1 kills extremely high n values.

Definition 1. The radius of convergence of a power series is the radius of the largest open disk in which the
series converges.

Beispielen (example).

∞∑
n=0

zn/n!

What is the radius of convergence here? There is no large disk because it converges everywhere. The radius of
convergence is ∞. What about,

∞∑
n=0

n!zn

This radius of convergence is simply R = 0 because otherwise the n! increases faster than any power out there.
∞∑

n=0
zn

Here R = 1.

Theorem 2. If
∑∞

n=0 anzn has radius of convergence R, then so does
∑∞

n=0 anzn · n have radius of convergence R.
This basically means, multiplying coefficients in a power series by na does not change the radius of convergence.

Let’s do some calculus. Let’s have a power series that has a positive radius of convergence,

f(z) =
∞∑

n=0
anzn

We strongly believe,

∃f ′(z) & f ′(z) =
∞∑

n=1
nanzn−1
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